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Thanks for inviting me to participate in this conference – it’s great to be here sharing some ideas on the topic of accessibility and inclusion.
Before I start I would like to acknowledge the Gadigal people of the Eora Nation, the traditional custodians of this land we’re streaming from today, and I wish to pay my respects to the Elders past, present and emerging. 
I’m a lecturer and researcher in disability and inclusion at Deakin University. Over the years I’ve had lots of interests that intersect with the work of tribunals, from the accessibility of legal environments, to supported decision-making and guardianship for people with intellectual or cognitive disability. But when I received the invite to speak today, I thought I might address a topic that’s not widely discussed but is becoming increasingly urgent, and that is the accessibility of technologies used to augment and support the work of tribunals. 
I won’t be proving you with an exhaustive list of readily accessible technologies today. Instead, I hope to pique your curiosity on this topic. I’ll offer some practical strategies to improve and troubleshoot the accessibility of new and existing technologies in your own practice, in partnership with people with a disability. 
I’ve also prepared a handout with accessibility tips and key resources, that you can download after this presentation.
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Tribunal technologies driving change
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Sourdin, S. (2019). The Digital Future of Tribunals. COAT 2019. https://www.conferences.com.au/wp-
content/uploads/2019/09/COAT-2019-Sourdin-Tania.pdf
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When we think about tribunal technologies, we’re considering a very wide range of products. Those of you who attended the 2019 national conference might recall a presentation by Professor Tania Sourdin, outlining three levels of technology augmentation in tribunal practice. 
Today I’ll discuss critical access considerations at each level. 

Supportive technologies aid the core administrative and outreach work of tribunals, such as the provision of information, lodging, claiming and client support. They include e-forms, remote conference technologies, online websites and forums, support apps, and even the day-to-day technologies we’ve become used to like email and Teams. Importantly, these technologies still have humans in the driving seat. 
Supportive technologies have major accessibility potential. They can enable multilingual translation, they can Members in inclusive and culturally sensitive practice, they can enable personalised interfaces and multimedia supports, and they are addressing inequity by removing geographic and travel barriers for tribunal engagement. To make sure these technologies are genuinely equitable good digital accessibility principles should be applied when using them, and we’ll explore some of these today. 
. 
Replacement technologies augment or replace the role of humans in tribunal activities. They include alternative or online dispute resolution tools (ADR/ODR), automated case management systems, and chat-bots. They also include decision-making and risk-evaluation tools that augment or replace human judgement. When used carefully, these technologies can also be a powerful tool in improving access, but we’ll talk about some important caveats to this in a minute. 
Finally, we have Disruptive technologies. As our ability to archive and analyse tribunal data becomes more powerful, the learnings from these data also grow more powerful also. This tier of change considers how big data and new technologies will shape the future of inclusive tribunal practice, including an significantly altered workforce and participation landscape, new insights into past and current bias and discrimination, new challenges to privacy and consent, and new possibilities for self-determination and guardianship. 

Many of you will already be witnessing these three tiers of change.  My presentation today won’t focus on the specific technologies, but instead on the broader considerations for inclusion, starting with the accessibility of technology interfaces. 


https://www.conferences.com.au/wp-content/uploads/2019/09/COAT-2019-Sourdin-Tania.pdf


Digital Accessibility

“the way in which people with disability gain access to digital content”
(Centre for Accessibility) 
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Digital accessibility is the way in which people with disability gain access to digital content, including websites, apps, documents, audiovisual materials, and digital devices. 
Digital accessibility of public services is a legal requirement,  protected under the DDA (Australia) and the UNCRPD internationally. 
However, the benefits of digital accessibility reach beyond the disability sphere. For instance, accessibility tribunal  technology and content will improve the experience for older participants, clients with learning or literacy differences, and people with linguistic diversity. Good digital accessibility will also be increasingly important  as the presence of human helpers in day-to-day tribunal processes declines.  
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I think of digital accessibility occurring across three connected domains. 
The first consideration is the availability of appropriate assistive technology. These are interventions at the individual level and are often brought by people with disability into the tribunal space. They include vision and hearing aids, communication devices, and specialist computer hardware and software like screen readers or Braille keyboards. 
Second, we need to consider the compatibility of mainstream tribunal technologies with a person’s assistive technology – e.g., the provision of hearing loops, screen-reader accessible documents, and buttons that can be navigated with a keyboard instead of a mouse.
Finally, we consider the accessibility of content: can everyone access your written and audiovisual content, is your formatting and language easy to understand, and is your language safe, respectful and inclusive.
Most Digital Accessibility standards are easy and quick to implement. On your handouts I’ve provided some everyday Digital Accessibility principles, as well as some excellent resource sites for further guidance. 




Algorithmic Bias and Discrimination
“Lack of transparency … undermines judicial impartiality, and if software is trained on data which 
itself reflects bias and discrimination against certain groups, programs may continue to replicate 

those biases, as will judges when using it.”

(Zalnieriute & Bell 2021)

Monika Zalnieriute and Felicity Bell, ‘Technology and Judicial Role’, The Judge, the Judiciary and the Court: Individual, Collegial and Institutional Judicial Dynamics in Australia 
(Cambridge University Press 2021).
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Before going further, we also need to talk about something called algorithmic bias. 

Some replacement technologies, including ODR and risk-assessment systems, use artificial intelligence to make recommendations. Essentially, these systems learn from existing data, including legislation, prior cases and decisions, demographic correlations and social statistics, to make new decisions.  
They are often described as “Black box” systems, because it’s impossible to see what specific data the machine is learning from and how it weights the significance of each factor in a case. As you might imagine, this creates some significant and complex challenges for equality and accountability. As scholars Zalnieriute and Bell noted earlier this year, “Lack of transparency … undermines judicial impartiality. If software is trained on data which itself reflects bias and discrimination against certain groups, programs may continue to replicate those biases, as will judges when using it.”

As I mentioned earlier, AI replacement technologies offer a lot of benefit. However, when considering these it’s  important to know how past practices and social values might influence the machine’s recommendations, particularly in relation to people with disability and other marginalised groups. Disability is a rapidly changing field, so recommendations based on prior decisions or social patterns may not reflect recent advances in self-determination or social inclusion. The usefulness of AI technology will also be limited in complex cases and those without a precedent, or when circumstances demand that some additional support, information or advocacy is placed around a recommendation.  

Finally, human tribunal members have identified the past been powerful changemakers in disability rights policy and practice when progressive and landmark recommendations are made. Relying heavily on artificial intelligence risks stemming tribunal-driven progress in disability and in other diversity fields. 

Nonetheless, AI technologies do offer some potential for accessibility gain, including improved efficiency and autonomy for parties, and an opportunity to detect and understand human bias in tribunal recommendations. So I encourage you to explore these technologies as they evolve, but ensure you understand them well and implement them with caution. 
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Upskilling in Digital Access

• Digital accessibility standards and 
best practice

• Master local accessibility strategies
• Checking for accessibility 

compliance
• Funding options

Presenter
Presentation Notes
So – how can you become more confident with digital accessibility? 
First, learn more about digital accessibility standards – what’s expected?
In your handout I’ve linked to a number of resources that can guide you in creating accessible content, websites, interfaces and environments. 
It’s ok to start small! Software packages like Microsoft Office and Acrobat now include an accessibility checker that will screen your documents for access issues, and teach you how to improve them. Turning this feature on and getting to know it is a great start. 
At an organisational level, there is also a wide range of funding sources to support equal opportunity employment and service access improvements. Take a look at the handout for some links to these, as well as a wide range of other learning resources and guidelines on accessibility. 
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Starting a Conversation around Digital 
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• What would ideal practice look like? – “How might we…” approach. 
• Prototype solutions to see how they would work in practice. 
• Share good practice across departments, organisations and networks 
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It’s ok if you don’t feel confident talking about disability and accessibility – this topic can be intimidating at first. There are some great resources to help build your confidence in this area – I recommend Scope UK’s End the Awkward campaign as a starting point. 
When you anticipate or encounter an accessibility barrier in your practice, start an open conversation with the client, Members or colleague about it. 
Good questions to ask include: 

Will the person be using any existing assistive technologies? 
Are new technologies required, and how might these be sourced?

Does the person have a preference for the mode or timing of communication? 
How would the person like information about their access requirements shared with others? 

Does the person have a preference for the mode or timing of communication? 
How would the person like information about their access requirements shared with others? 

Seek feedback on the person’s current experiences, and create room to explore concerns about representation, consent, privacy and trust, particularly regarding replacement technologies and data usage. Many tribunal users and community members will have experienced covert discrimination in the past when decision-making mechanisms are not transparent – if you haven’t seen it yet, the film “Coded Bias” is a great expose on this). Acknowledging the experience and continued threat of technology-mediated discrimination is an important part of creating a sustainable and inclusive technology plan. 

Don’t be afraid to ask what would ideal practice look like – even if this isn’t attainable now, there may be a lot to learn from this exercise. 
Similarly, asking “how might we” questions can significantly boost your accessibility resourcefulness, for instance:  
HOW MIGHT WE…? 
Adapt existing resources or technologies, or replicate successful strategies used in other settings, for tribunal activities?
Learn from “the worst possible ideas” for accessibility? – Most people with disability will have lots of examples of what does not work for them. 

Try a low-tech prototype or demo version of any new technologies. This gives you time to check how it will be experienced by a wide range of users, and allows you to check for accessibility issues before making an expensive investment. 

Finally, commit to sharing good practice with others. This year’s conference theme is a great start, so find a way to keep the momentum going. 
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Ensuring Meaningful Consultation 
• Implement good accessibility practice in your engagement and feedback 

approaches

• Provide multiple ways for stakeholders to learn about your accessibility and 
inclusion projects 

• Provide multiple ways for stakeholders to engage and provide feedback

• Are all essential voices represented? 

• Ensure that consultation is purposeful and genuine 

• Value the time and expertise of collaborators

• Balance need for representation with representation burden.
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Before I finish, for those working in service design I want to leave you with some strategies for accessible, meaningful and inclusive consultation and co-design. 
First, make sure you are implementing the accessibility principles we discussed earlier  in your consultation activities, as well as your services. This may include:
Providing information about consultation projects in a range of formats (e.g., video vs. written information, informal and social media networks, accessibility champions). 
Provide multiple ways for community members to provide feedback. This could include instant experience surveys, developing accessible survey instruments and testing them before use, observing how people with disability or diversity use your technologies, or even just having a chat about access with stakeholders you’re working with. 
Are all essential voices represented? When working with a specific population like people with disability, consider the need for intersectional representation. You might also consider providing offline and remote consultation activities to enable equitable opportunities for participation. 
Ensure that your consultation activities are purposeful and genuine by seeking specific feedback, and following through with any feedback received.
Respect the time of community collaborators by sourcing existing information prior to consultation, maximising the efficiency of consultation activities, and providing reimbursement for significant contributions made outside of a paid or volunteer role.
Finally, it’s important to balance the need for representation with representation burden: just because someone has a disability, doesn’t make them an obligate spokesperson. For large tasks consider making use of professional disability or access consultants alongside any invited community members, to reduce workload and obligation. 
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Inclusive Innovation
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Tribunal technology has undoubtedly entered a period of intense change. Many of the emergent technologies and survival techniques we’ve discovered during the COVID-19 pandemic now present as exciting opportunities for flexible and accessible participation. As leaders I hope you will embrace these innovations, but also innovate inclusively. I hope this presentation leaves you with a mindset of confidence, courage, compassion and curiosity. On that note, I’m very happy to answer any questions around accessible technologies during and following this conference, and I would love to hear your stories about accessibility innovation as you explore this worthy practice area. 
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Thank you
Ask me anything!

kate.anderson2@deakin.edu.au
Twitter: @speechpathkate

iht.deakin.edu.au
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